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Abstract

Purpose. A better understanding of photometry in laparoscopic images can
increase the reliability of computer-assisted surgery applications. Photometry
requires modelling illumination, tissue reflectance and camera response. There
exists a large variety of light models, but no systematic and reproducible eval-
uation. We present a review of light models in laparoscopic surgery, a unified
calibration approach, an evaluation methodology, and a practical use of pho-
tometry.

Method. We use images of a calibration checkerboard to calibrate the light
models. We then use these models in a proposed dense stereo algorithm ex-
ploiting the shading and simultaneously extracting the tissue albedo, which
we call dense shading stereo. The approach works with a broad range of light
models, giving us a way to test their respective merits.

Results. We show that overly complex light models are usually not needed
and that the light source position must be calibrated. We also show that dense
shading stereo outperforms existing methods, in terms of both geometric and
photometric errors, and achieves sub-millimeter accuracy.

Conclusion. This work demonstrates the importance of careful light mod-
elling and calibration for computer-assisted surgical applications. It gives guide-
lines on choosing the best performing light model.
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1 Introduction: Clinical Motivation and Existing Works

Augmented reality (AR) in laparoscopic surgery is a major task, widely studied
over the last decade [6,3,5,10]. Nevertheless, while AR is solved in some non-
medical applications, laparoscopic surgery lags behind because of complicating
factors such as lack of texture, strong deformations and illumination changes.
The general AR pipeline for laparoscopy has five main stages [6]: 1) preoper-
ative organ model reconstruction from volumetric data, 2) intraoperative 3D
organ reconstruction, 3) reconstruction scale estimation 4) deformable regis-
tration and model texturing, and 5) deformation tracking. Photometric cues
may be used to overcome the previously described difficulties, at all stages ex-
cept 1). For the sake of clarity, we here focus on stage 2). The intra-operative
3D organ reconstruction is computed from an exploration video captured at
the beginning of surgery. However, the quality of the reconstruction obtained
with Structure-from-Motion (SfM) or Simultaneous Localization and Mapping
(SLAM) [14] is often poor, thus limiting the accuracy of AR. Because using
photometry, and in particular shading, considerably improves dense 3D recon-
struction in outdoor scenes [12], it is important to attempt a similar approach
to move ahead in laparoscopy.

The main current challenge to use photometry in laparoscopy is light mod-
elling. In laparoscopy, the primary light source is fixed relative to the camera,
making the problem of light modelling far more constrained than in the general
case. Therefore, the use of a calibrated light model is particularly appropri-
ate. Prior work using photometry in laparoscopy is about Shape-from-Shading
(SfS) [18,7,5], photometric stereo [4,19] and dense stereo [20]. The complexity
of the light models greatly varies, from simple ones [19,3,10] to much more
advanced ones [4,5]. However, choosing the best light model is never discussed
explicitly. How does this choice affect the result of the application? What are
the differences in terms of accuracy for the different illumination models? To
which extent should they be calibrated? Can a unified calibration approach
be applied? Answers to these questions are missing and they are fundamental
to make progress with photometry in laparoscopy.

To answer these questions, we present models for laparoscopic light and
ways to calibrate them. We discuss and compare these models in terms of
complexity and accuracy. We then present a practical usage of photometric
laparoscopy in dense stereo and albedo estimation.

2 Modelling Photometry in Laparoscopy
2.1 General Shading Equation
Each colour channel constraints the problem, but in order to avoid clutter

in the notation, we consider only one channel as image I. We express the
link between the pixel intensity image I(p) and the properties of the observed
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object. The general shading equation is:

I(p) = Co F(p(x),o(x),n(x)), (1)

where the image point p corresponds to a 3D point = of the surface, o(x) is
the light vector that corresponds to the light received by the surface at z, p(x)
and n(z) are the albedo and the normal at x, F is the reflectance model of
the material giving irradiance, and C is the camera response function (CRF).

2.2 Camera Response Models

For one image, the CRF is usually a simple gain C’'(p) depending only on the
position of the image point [19,5,8]:

I(p) = C'(p) Fp(x),o(x),n(x)). (2)

The gain C’(p) is generally split in two terms [2]: one linear and one radial
term. The linear term depends on the aperture of the camera and on the nor-
malisation of the raw intensity. The radial term, mainly modeling vignetting,
is caused by the lens. It corresponds to the attenuation of brightness away
from the image center. We only consider the linear term, as the radial term is,
when camera and light axes are similar, redundant with the term denoting the
principal direction of light propagation. In many works [12,13], C’ is assumed
not to differ between views. For most laparoscopes however, C’ varies greatly
between images, because of auto-exposure. This is important as it gives the
surgeon the best image quality at any moment. It is thus a difficulty for using
photometry: C’ has to be determined on the fly for each view independently.
If k is the image index, we have Cj,(p) = C, and equation (2) becomes:

Ix(p) = Cx F(p(x),0(x),n(z)). 3)

2.3 Surface Reflectance

Reflectance describes how a surface material reflects incident light. Many mod-
els consider that this term has two components, namely the diffuse and specu-
lar components. Specular reflection is the light reemitted preferentially around
one principal direction. This creates localised saturated areas in the image
called specularities. The diffuse component corresponds to the light which is
reflected equally in all directions. In laparoscopy, while some works consider
advanced reflectance models such as Cook-Torrance [16], the diffuse lamber-
tian reflectance is usually enough [10,3]. Indeed, with wet tissues the specu-
larities form tight isolated spots, removable by a simple saturation test [4].
For lambertian reflectance, we have F(p(x),o(x),n(z)) = p(x) o(x) -n(x) and
equation (3) becomes:

Ix(p) = Cy p(z) o(2) - n(z). (4)
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2.4 Light Models

Point models. The laparoscope light is often modelled as a point P [10,3] that
we call the light centre. Without preferential direction of light propagation,
this is the Point Light Source model (PLS). At point z, the normalised light
direction is:

r—P
L(z,P)= ——. (5)
|z — P
Using the inverse square law spherical fall-off model S(z, P) = ﬁ7 and

defining o as the main intensity value, we arrive at the PLS model as:
oprs(z, P) = o¢ S(x, P) L(x, P). (6)

This model has only 3 parameters (the light centre coordinates). In most
laparoscopes, light is transmitted to the tip using fibre optics, creating a prin-
cipal light direction. This, however, is not supported by the PLS model. The
Spot Light model (SLS) extends PLS using two extra notions: the principal
direction D, and the light spread factor p which leads to a model with 6 pa-
rameters. They are used to create a radial attenuation term R(u, D, x, P) =
exp (—p (1 — D - L(z, P))). The SLS model is then:

osrs(x, P) = o9 R(u, D, x, P) S(x, P) L(z, P). (7)

In an attempt to produce more accurate light modelling, SLS has been recently
generalised to the Polynomial Spot Light Source (PSLS) of degree (p, q):

p q

opss(z, P) = > > bij (R(u, D,z, P))' (S(z, P)) L(z,P).  (8)

i=0 j=0

In our comparison tests we use p = ¢ = 4, following [4]. The model has
(p+1)(¢g+1)+6 parameters, corresponding to the polynomial coefficients b; ;,
the light centre P, the principal direction D and the spread factor u.

The Area Light Source model. For most laparoscopes, the light source is
not a small point, but rather a region extending over the laparoscope’s tip that
we call light motif, as shown in Fig 1. An obvious extension of point models
is thus to consider a set of point lights o}, distributed over the laparoscope’s
tip 9. This defines the general extended light model:

Oextended (T) = / op(x, P) dP. (9)
Pcy

Discretising 1 to a finite point set ¢’ and considering SLS models sharing their
intensity, spread, and direction of propagation leads to the Area Light Source
model (ALS):

oaLs(z) = o9 Z R(p, D, z, P) S(x, P) L(x, P). (10)
Pey’
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3 Light Calibration
3.1 Context and Preliminary Remarks

The previously described models need to be calibrated. The main parameter
to estimate for point models is the light centre P. A natural assumption is that
P coincide with the optical centre [3,10]. This however leads to important illu-
mination modelling errors [4] as also shown in our experiments. The estimated
light centre does generally not lie at the physical point of light emission on
the laparoscope. In a similar way, when we calibrate a camera, the centre of
projection does not generally lie at the physical centre of the camera lens.
Indeed, due to the light’s aperture (similarly to camera aperture) the light
centre exists behind the point of light emission. We calibrate the light centre
jointly with the other parameters, including the principal direction of propa-
gation and the spread, in a unified calibration setup described in section 3.2.
For the ALS model the light motif is extracted in a preliminary step described
in section 3.3.

3.2 General Calibration Method

We consider n images I, k = 1, ..., n, of a standard diffuse calibration checker-
board. The albedo p,, inside the white squares is unknown but assumed con-
stant. Using the existing camera calibration library from OpenCV, we auto-
matically determine the 3D position of each point  on the checkerboard and
its corresponding normal vector n(z). We then find the photometric parame-
ters that best explain, in the generative least-squares sense, the intensity Iy (x)
of each pixel within the white squares areas, discretised to the pointsets Wi.
We formulate the problem as energy minimisation miny ¢ Eqanin(V,C), where
o is the light model to calibrate, V' its parameters and C = {Cy,...,C,} the
camera response gains:

Bein(V.C) = i 3 (Ik.(x) _ pwoa(z,V)- n(x)) . (11)

Cr
k=1 ze€Wy

When considering this problem with p,, and all the c¢; unknown, it leads to
a scalar ambiguity on all these terms. In order to resolve this ambiguity, we
chose a reference image and fix its camera response to 1. We then minimise
Eecaiib using the Levenberg-Marquardt algorithm as implemented in Ceres [1].
For point models, the light centre P is initialised at the optic centre, D as the
perpendicular to the image plane and the spread to a large value of p = 10.
By inverting the shading equation for this image, we obtain an initial estimate
of p,, and for the other images, we estimate the Cy.
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Fig. 1 Extraction of the light area using mirror: from the mirror images to the final motif.

3.3 Motif Extraction for the Area Light Source Model

Principle of the method. The ALS model requires one to extract the light
motif. Our procedure (Fig. 1) is designed for a laparoscope with flat tip and
planar light area. Using a mirror, we take n self-images of the tip of the laparo-
scope from different orientations. ArUco markers [9] are taped on the mirror
in order to compute its pose relative to the camera. We manually annotate
the borders of the tip and of the camera optics, to which we fit ellipses. We
then use these ellipses to compute the pose of the tip of the laparoscope. For
that, we consider the poses of a virtual disc that corresponds to the symmet-
ric of the tip through the mirror. These poses are computed by decomposing
the homographies [15] that transform the unit circle into the corresponding
ellipses.

Pose computation. As we use images of a disc, two ambiguities hold on
the pose: one rotation around the main axis and one two-way perspective
ambiguity. Both can be solved by exploiting the particularities of our mirror
setup. We follow 6 steps. (1) Using the tip ellipse and knowing the tip size, we
extract two homographies [17] that transform the unit circle into this ellipse
and that correspond to the two possible poses. Using the optics ellipse, we
solve the perspective ambiguity and keep only one homography Hy per image,
associated with the virtual pose (Ryk,Tvx) [15], but the rotation ambiguity
remains. (2) Next, using the markers, we compute, by symmetry, the pose of tip
(Ri, Tk). (3) We then compute the median position of the centre of the tip and
its up vector, and we choose one suitable orientation (R, Ts) for those values.
(4) We then recompute, by symmetry, the poses of the virtual disks (R, ,, T, ),
removing the rotation ambiguity we had before. Those poses correspond to
homographies Hj. (5) Finally, the light region is extracted from each image
as the saturated pixels and mapped into the same reference view using the
homographies. By taking the median of all these remapped light areas, we
obtain the final 2D light motif. (6) We then discretise it, and use the position
of the support object disc to obtain a set of m 3D points corresponding to our
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Fig. 2 Boxplot showing the difference between the observed and predicted pixel intensities:
Short Range images (left) and Medium Range images (right).

m point light sources, defined in 3D camera coordinates. We use m = 237 in
our experiments.

3.4 Light Model Comparison

We used two main sets of images for the evaluation. The first is a ‘medium-
range set’ containing images of a medium sized checkerboard (30x15 mm)
seen at a medium distance (&~ 50 mm). In this configuration, we expect the
modelling of our source as a point to be valid. The second is the ‘close range
set’ with a small checkerboard (12x6 mm) seen at a short distance (=~ 10-
15 mm) and where the point models should be faulty. For each set, we split
the data in two disjoint sets for calibration and evaluation. We use PLS, SLS,
PSLS and ALS to denote the light models with all their parameters calibrated.
We use FPLS, FSLS, FPSLS and FALS to denote the models using a fixed
light centre at the optical center for point models and a fixed pose as extracted
in section 2.3 for the ALS model. The calibrated light centre for PLS and SLS
tends be slightly behind the camera centre, approximately on the camera axis,
away from the laparoscope tip. For PSLS, the results are more fluctuating with
positions not always found on the camera axis.

For comparing the light models, we consider the absolute difference be-
tween the observed and predicted intensities by the calibrated models, for the
white squares pixels, as presented in Fig. 2. We observe that calibrating the
light centre leads to a general improvement of all models, except PSLS which
is on par with FPSLS. Overall, no models perform much better than SLS.
Furthermore, when considering a calibrated centre, we observe that the most
complex models ALS and PSLS do not perform significantly better than SLS,
which is thus a good compromise between complexity and accuracy, even in
the close range configuration. We also notice that PSLS does not always give
results as good as SLS, which tends to indicate that it does not generalise as
well.
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Fig. 3 Representation of the reconstructed surface by interpolating a depth grid.

4 Application to Joint Surface Densification and Albedo Extraction
4.1 Overview

In order to show a practical usage of photometry and to compare the light
models, we have developed a dense shading stereo algorithm inspired by [12].
This aims at refining a surface reconstruction and unlike other methods [19,
4], does not require any hardware modifications. In [12], general indoor scenes
are considered. Consequently, lighting is unknown and has to be estimated
along with the reconstruction. In contrast, in our method, a light model is
chosen from section 2, and calibrated before considering the reconstruction.
This leads to a reduction of the unknowns and an increase of the robustness.

4.2 Inputs and Surface Representation

The inputs of our algorithm are a sparse point-cloud Py, and its keyframes
(camera poses and images). These are computed from SfM (we use the propri-
etary SfM software Photoscan' v1.1.6.2038 in high accuracy mode, with pair
selection deactivated, keypoint limit set to 40000 and tie point limit set to
1000). We then consider one reference view, and our task is to compute i) a
dense 3D reconstruction with respect to this view, and ) the albedo of each
pixel in the view. We model pixel albedo with an unknown value per pixel and
we model depth using bi-cubic patches over a depth grid (Fig. 3). The grid is
defined by its nodes, containing the depth value, its first-order derivative in
the two spatial dimensions and its mixed derivative. Each patch is a degree 9
polynomial in (u,v) whose coefficients depend on 4 nodes defining the patch.
The interpolated surface is C! and its normal at (u,v) is expressed as a func-
tion of the four surrounding nodes. We denotes as G a set of points uniformly
distributed on this surface. The grid size matches the image resolution.

L https://www.agisoft.com
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4.3 Dense Shading Stereo

We pose the problem as an energy minimisation acting on the grid nodes N,
the albedo values p and the camera responses C with three terms:

Erec(p7 D) = Eghad ([)7 D) + )\posEpos (D) + )\regEreg(D)~ (12)

The two weights are fixed to Apos = 50 and Ao = 40 and the three terms
are discussed below. The shading energy Fgshad(p, D) denotes the difference,
for each point in G, between the pixel intensities in the keyframes I and
in the images predicted from the reconstruction. This energy uses a weight
inspired by [12]: for strong gradient image areas, we use a lower weight because
of the lack of reliability of shading in these conditions. Indeed, following the
intuition behind the retinex theory [11], shading generates only small intensity
changes on smooth surfaces. Additionally, keypoints tend to occur at strong
image gradients, leading to reconstructed points in the input reconstruction
and thus, naturally creating position constraints in these areas. If py is the
projection of x in the k-th keyframe, Ay the object mask in keyframe I and
VI, the gradient of the reference image I,, we have:

Eunaa(p D) = Y exp (= VL (p,)II)

z€G
n 2
3 Apr) (p(:c)o(x)qa(:c) _ Ik(}%)) .

C
k=0 k

(13)

The position energy Epos(D) corresponds to sparse depth constraints between
the depth grid and Psy. If d(u, v) is the value of the depth at (u,v), we have:

Epos(D) = > ((pr)= — d(p,))” (14)

pEPsp

The regularization term E,g(D) prevents noise in the reconstruction. It con-
siders, for points in G, the norm of the second order depth derivatives:

B = 3 ((gzjmf (2h) (2 <X>)2> )

Xeg

We initialise the unknowns as follows. The depth grid G is initialised by pro-
jecting the sparse input point cloud in the reference view. This grid is then
smoothed by an intermediate minimisation problem where only Fpos and Eyeq
are considered. Next, we project this initial depth in each keyframe and invert
the shading equation for each pixel, to compute albedo candidates. The albedo
map is then initialised with the median values of the corresponding candidates.
We then perform the minimisation of F,.... For both minimisations, we used
the Levenberg-Marquardt algorithm implemented using Ceres.
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Fig. 4 Building the evaluation ex-vivo dataset using a projected light pattern.

Fig. 5 Photometric error obtained with SLS: target (left), image generation inside the green
circle (middle), DSSIM (right).

4.4 Evaluation

Evaluation data. We tested our algorithm with ex-vivo bovine liver data.
The experimental setup is shown in Fig. 4. A projector casting a dense ran-
dom pattern was installed over the scene. The laparoscope was attached to
a mechanical arm and moved in different configurations. For each of those,
we took two images, one with the pattern but without the laparoscope light
and one without the pattern but with the light. The first set of images (with
the pattern) was used to generate a high quality ground-truth surface using
Photoscan (using with the previously described parameters for the SfM step,
followed by densification in high accuracy mode with an aggressive depth fil-
tering strategy and meshing using arbitrary surface reconstruction type, high
number of faces and interpolation enabled). The second set of images (with-
out the pattern) was split in small subsets of approximately 10 images. These
subsets were used to generate sparse input reconstructions to initialise our al-
gorithm, also using Photoscan (still using the same parameters for the StM but
without the densification step). Because of the small number of images and of
not using densification, these reconstructions were sparse and noisy. We then
compared the reconstructions obtained using our algorithm with different light
models, but also using two other configurations. As an ablation study, the first
one considers directly the results obtained from Photoscan with densification
activated (DMS). The second one considers a reconstruction obtained using
our algorithm with only the position and regularisation energies (WS). For
both of these methods, the colour of the points were computed a posteriori by
taking the median of the image projected points from the reconstruction.

Evaluation metrics. We used two metrics to evaluate the results. The first
one is the geometric error, defined as the absolute difference in mm between
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geometric (left) and DSSIM (right).

each pixel’s estimated depth and its ground-truth depth. The second one is
the photometric error, corresponding to the average dissimilarity between the
keyframes and the images generated using the shading equation (4). Here,
the pixel-to-pixel error is not relevant as even a small camera misalignment
strongly increases the error. Therefore, we used structural dissimilarity (DSSIM)
instead [21]. This is illustrated in Fig. 5. For DMS and WS, as no camera re-
sponses were available directly, they had to be extracted first in order to be able
to generate images and to consider the photometric error. For that purpose,
the depth grid was projected to the images and for each point, we computed
the ratio between the colour in the reconstruction and in the image. We then
set the camera response as the median of the ratios over the visible points.

Results. We considered grids with 65x65 nodes associated with 1920x 1080
depthmaps. We divided the evaluation into two sets of images to calibrate the
light: a small one (approximately 15 images, leading to less precise calibration)
and a large one (approximately 60 images, leading to more precise calibration).
This was done in order to observe the influence of better calibration for each
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light model. The results are presented in Fig. 6 and 7. The surfaces considered
for the reconstructions are circular patches with a diameter of approximately
50 mm and are seen at a distance of between 20 and 40 mm. Our tests were run
on an Intel® Xeon® E5-1620 with non-optimized C++ code with 6 threads
allocated for the non-linear optimisation. Our method took between 55 sec-
onds (FPLS) to 450 seconds (ALS) per densification. If faster computation
time is required, it is possible to consider a smaller grid and a smaller reso-
lution for the images at the price of a reduction in accuracy. Using 9x9 grids
and 384x216 images leads to execution times between 30 seconds (FPLS) and
185 seconds (ALS). We observe substantial improvement between our results
and reconstructions generated directly with Photoscan in terms of both geo-
metric and photometric error for most models in the precise calibration case
(improvement of approximately 0.4 mm for the geometric error and 0.1 in the
DSSIM score for the best models). We also observe a small improvement be-
tween the reconstruction obtained without using shading (WS) and the others.
We confirmed what was observed in the previous part even if differences are
less significant: calibration of the light position slightly improves the results
and SLS is still among the best models to use. Indeed, it produces very similar
results to ALS while being much less complex. It also slightly improves the
results obtained with PLS while not being much more complex. Both PLS and
SLS behave properly even when only few images are available for calibration.
On the contrary PSLS is not robust and tends to generalise poorly even when
more images are available.

5 Conclusion

We have discussed the need of photometric modelling in laparoscopic surgery.
We have studied various light models and shown that the Spot Light Model,
despite its simplicity, offers the best compromise between complexity and ac-
curacy. This work is the first to systematically compare different light models,
showing that there is an inherent trade-off between model complexity and
benefit. Furthermore, as an example of photometry in a real usage, we have
presented a novel dense shading stereo algorithm. We have shown two main
results. First, higher complexity in the light model does not necessarily leads
to better results, as some complex models tend to generalise poorly. Second,
extremely accurate dense 3D reconstruction can be achieved by incorporating
photometry, whose accuracy exceeds state-of-the-art dense multiview stereo. In
future work we aim at extending the densification algorithm to merge multiple
depthmaps, and to explore the use of photometry with deformable registration
in laparoscopic AR pipeline.

6 Compliance with Ethical Standards

The authors declare that they have no conflict of interest. This chapter does
not contain any studies with animals performed by any of the authors.
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